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Abstract
In this paper, a simple model was proposed using finite element analysis (FEA) with a commercial FEA software ABAQUS 
to simulate the two-dimensional (2-D) laser heat transfer in an aluminum material. Without relying on the conventional 
hydrodynamic model, the proposed model not only predicts the evolutions of the temperature field and ablation profiles in 
the target material, but also provides an estimation on the evolutions of electron density, plasma temperature, and plasma 
absorption coefficient. The assumptions used in the model include the local thermal equilibrium and additional assumptions 
regarding the average plasma temperature and vapor density. The assumptions allowed the laser heat transfer equation to 
be solved together with the Saha–Eggert equation and conservation equations of matter and charge. When compared to the 
existing hydrodynamic models, the proposed model solves a less number of nonlinear equations and hence is computationally 
more efficient. The proposed FE model was employed to study the plasma-shielding effect on PLA produced by a 193 nm 
Excimer laser and a 266 nm Nd:YAG laser. The predictions of ablation depths, electron density, and plasma temperature 
agree well with the experimental data. Moreover, effects of the laser intensity and the average plasma temperature on the 
efficiency of the plasma shielding during PLA were also investigated and discussed in this study.

1 Introduction

Technologies based on pulsed laser ablation (PLA) have 
grown rapidly over the past few decades as evidenced by its 
increasing applications in advanced machining [1], nano-
material manufacturing [2, 3], material surface processing 
[4, 5], thin-film deposition [6], medical surgery [7], and 
chemical analysis [8]. The significant advancement of these 
technologies is a result of the numerous research efforts that 
have been continuously devoted to understanding the fun-
damental laser ablation mechanisms. When a high-inten-
sity laser beam is directed onto a surface of a material, the 
surface of the material absorbs energy from the laser beam 
causing a rapid temperature rise of the surface. With the 
increasing temperature, material quickly melts and leaves 

the surface due to different ablation mechanisms, such as 
evaporation and material phase explosion [9–13]. When 
the laser intensity exceeds the optical breakdown threshold 
of the material, a plasma plume is formed above the mate-
rial surface owing to the ionization of the material [8, 14]. 
The formation and expansion of the plasma plume result 
in an attenuation of the actual laser energy that delivers to 
the material surface as the incident laser beam transmits 
through the plasma plume. Such a phenomenon is known as 
the plasma-shielding effect. Meanwhile, the evaporation of 
mass from the material surface produces a shockwave, which 
also influences the overall ablation process [15]. Therefore, 
laser ablation is a complex problem that involves laser–mate-
rial interaction, laser–plasma interaction, plasma–material 
interaction, as well as shock wave–material interaction. 
Despite continuous research efforts, the fundamental laser 
ablation mechanisms are still widely unexplored [16]. This 
paper, in particular, focuses on the plasma-shielding effect 
during the PLA process.

Research efforts related to the plasma-shielding effect 
of PLA based on experimental measurements have greatly 
expanded the understanding of the laser ablation mecha-
nisms due to the development of novel experimental tech-
niques, such as the time-resolved shadowgraphy [11, 17, 
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18] and spectrally integrated time-resolved imaging [13, 
19, 20]. Using these techniques, temporal evolutions of the 
mass removal, plasma plume formation, and shock wave 
propagation were successfully captured with images taken at 
nanosecond scales. Furthermore, time-resolved pump-probe 
experimental techniques have been developed to measure 
the absorption characteristics of the plasma shielding dur-
ing the laser ablation through a direct comparison between 
the incident and transmitted laser intensities [21]. Advanced 
spectroscopic experimental methods [18, 22, 23] have also 
be adopted to estimate the evolutions of the electron den-
sity, temperature, pressure, and length of the plasma. These 
experimental investigations have provided direct evidences 
for the plasma formation and evolution, and hence, expanded 
our knowledge on the laser ablation mechanisms [18]. Mean-
while, they have also provided a considerable number of 
experimental data for model validations.

Mathematical models of PLA have been developed gener-
ally based on two approaches. The first approach is to con-
sider the laser source as a volumetric heat flux and solve the 
heat transfer equation in the target material [24–28]. Using 
this approach, the evolution of the temperature field can 
be predicted and the material removal due to evaporation 
and material phase explosion can be estimated. The sec-
ond approach is to couple the breakdown plasma model and 
the laser heat transfer model together through solving the 
hydrodynamic equations for the plasma domain and the heat 
transfer equation for the material domain, where the hydro-
dynamic equations have to be supplemented by additional 
equations of state [29–35]. Using this approach, not only the 
evolution of the target to evaporated material, but also the 
evolution of the target to ionized material (i.e., the plasma 
plume), as well as the plasma pressure can be predicted at a 
given laser intensity. When compared to the first approach, 
the second approach focuses more on the predictions of the 
laser-induced plasma, and requires to solve a number of non-
linear equations which poses significant challenges on the 
numerical implementation. A common feature of the early 
laser heat transfer models used in both approaches is that the 
shape change of the target material due to the progressive 
material removal was not solved as part of the solution, but 
only the temperature was solved. The amount of melted or 
vaporized material was estimated by checking the evolution 
of the predicted temperature field. However, in the actual 
PLA process, as the material progressively leaves the surface 
of the material, the remaining surface (i.e., the crater hole) 
is directly exposed to the laser beam, and hence, the laser 
heat flux loading condition needs to be updated simultane-
ously with the progressive material removal. To account for 
that a finite element (FE) model of PLA considering the 
material moving front was proposed in authors’ early work 
[27], which allows to solve the shape change, and hence, the 
ablation profile of an aluminum target simultaneously with 

the temperature field. Another common feature of the laser 
heat transfer models based on the first approach is that they 
consider the plasma-shielding effect by changing the laser 
intensity using a semi-empirical equation [9, 25, 26, 36, 37]. 
Parameters in such a semi-empirical equation are often dif-
ficult to obtain (discussed in detail in Sect. 2.1). Moreover, 
these models are unable to calculate the evolutions of the 
plasma temperature and electron density. To overcome these 
limitations, an improved FE model is proposed in this paper 
enabling our FEA model of PLA [27] with the capability 
of estimating the plasma temperature and electron density 
together with the temperature and ablation in the target 
materials. The model solves the laser heat transfer equation 
together with the Saha–Eggert equation, conservation equa-
tions of matter, and charge under appropriate assumptions. 
When compared to the hydrodynamic model (i.e., the afore-
mentioned second approach), our FE model solves a less 
number of nonlinear equations and provides an acceptable 
estimation on the plasma temperature and electron density, 
and thus, is computationally more efficient and shows some 
advantages for rapid engineering applications. The proposed 
model was employed to study the plasma-shielding effect 
on the nanosecond PLA with aluminum targets. Results 
include the comparison of ablation depths predicted with 
and without considering the plasma-shielding effect and 
the PLA experimental test data, transmission ratios of the 
laser energy at different plasma temperatures and different 
laser intensities, and the evolutions of electron density and 
absorption coefficients.

The remainder of this paper is organized as follows: 
Sect. 2 provides the mathematical equations for the laser 
heat transfer models, a review of traditional modeling 
methods to study the plasma-shielding effect of PLA, and 
the equations used in the proposed FE model. Section 3 
introduces the numerical implementation of the proposed 
FE model using ABAQUS with multiple user subroutines. 
Section 4 provides our simulation results, comparisons of 
predictions with experimental data, and discussions. Finally, 
Sect. 5 contains some conclusion remarks.

2  Modeling equations

2.1  Laser heat transfer equations

The equation for modeling heat conduction in the target 
material due to PLA used in many prevalent thermal models 
[9, 24, 25, 27, 31, 32, 36–38] is written as 

(1)

𝜌Cp

(
𝜕T

𝜕t
− ṡ

𝜕T

𝜕z

)

− ∇ ⋅ (k∇T) = (1 − R)𝛼I(t) exp
(
−𝛼z�

)
,
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where ρ, Cp, and k are density, specific heat, and thermal 
conductivity of the target material, respectively. Note that 
these material parameters are all temperature-dependent. t 
and T denote time and temperature, respectively. ṡ is the 
surface recession rate. z is the coordinate normal to the 
recession surface. On the right-hand side, R and � are the 
reflectivity and absorption coefficient of the target surface, 
both temperature-dependent. z′ denotes the vertical distance 
from any points within the target material to the surface, i.e., 
z� = z − Δz(t) , where Δz(t) is the ablation depth (see Fig. 1). 
I(t) denotes the laser intensity reaching the target surface, 
and can be expressed using

where I0(t) is the incident laser heat flux and �(t) denotes the 
optical thickness. The exponential term denotes the attenu-
ation of the laser intensity when it transmits through the 
laser-induced plasma. The different models of the optical 
thickness are discussed in detail in Sect. 2.2.

In Eq. (1), the ablation rate ṡ under low laser irradiance 
conditions when material is removed primarily by evaporation 
can be modeled using the Hertz–Knudsen equation:

where � is the vaporization coefficient, � is the local density 
at the target surface, m is the atomic mass of the target mate-
rial in kg, kB is the Boltzmann constant, Ts is the tempera-
ture at the target surface, andpvap denotes the vapor pressure 
which can be calculated by integrating the Clausius–Clap-
eyron equation:

(2)I(t) = I0(t) exp [−�(t)],

(3)ṡ =
𝛽

𝜌

√
m

2𝜋kBTs
pvap, Ts ≤ 0.8Tc,

(4)pvap = Pb exp

[
mLv

kB

(
1

Tb
−

1

Ts

)]

,

where Pb and Tb are the boiling temperature and the boiling 
pressure, respectively, and Lv is the latent heat of vaporiza-
tion in J/kg.

Under high laser irradiance conditions, when the result-
ing surface temperature exceeds 0.75 ~ 0.9·Tc (Tc being the 
critical temperature of the material) [39], it is believed that 
the homogenous bubble nucleation starts to take place in the 
molten pool and the liquid experiences large density fluctua-
tions [4, 10, 12, 39–42]. When the bubbles reach a critical 
radius Rc, they start to grow spontaneously and burst, lead-
ing to liquid droplets and vapor and hence a rapid increase of 
ablation rate. Such a phenomena is known as material phase 
explosion. The ablation rate ṡ when phase explosion occurs 
can be approximated using

where the first and second terms on the right side of the 
equation denote the contributions of material evaporation 
and phase explosion, respectively. In is the rate of homog-
enous nucleation, �(t) is the thickness of the superheated 
layer (i.e., the material, where the temperature is above 
0.75 ~ 0.9·Tc). Rc is the critical radius of vapor bubbles and 
�v is the density of the superheated liquid or vapor. It should 
be mentioned that, in this study, we focused on the funda-
mental case with low laser energy for which the ablation rate 
was modeled using Eqs. (3) and (4). In other words, the abla-
tion rate in Eq. (5) for high laser energy condition was not 
used. Future study will be carried out to investigate the effect 
of plume expansion under high laser energy conditions.

The initial and boundary conditions of the current laser 
heat transfer model are the same as those described in our 
early work [27, 43] and hence are omitted here.

2.2  Equations for modeling the plasma‑shielding 
effect

The plasma plume formed above the target surface (see 
Fig. 1) absorbs part of the laser energy when the laser beam 
propagates through the plasma before it actually delivers to 
the target surface. The attenuation of the laser energy results 
in less efficient target heating and ablation, which is known 
as the plasma-shielding effect.

2.2.1  Review of equations for the plasma‑shielding effect 
in current laser ablation thermal models

Currently, a number of laser ablation models have been 
reported that can account for the plasma-shielding effect 
[9, 25, 26, 28, 36, 37]. For models that mostly focus on 
the temperature and heat conduction in the target material, 
the plasma-shielding effect is considered in the formulation 

(5)ṡ =
𝛽

𝜌

√
m

2𝜋kBTs
pvap + In𝜒(t)

4𝜋

3
R3
c
𝜌v, Ts > 0.8Tc,
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z
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Fig. 1  Illustration of laser interaction with a solid target material, 
where I0(t) denotes the incident laser heat flux
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by substituting the transmitted laser intensity (Eq. (2)) into 
the heat transfer governing equation (Eq. (1)). The optical 
thickness �(t) in Eq. (2) used in many of the current models 
adopts the expression first proposed by Bulgakov and Bul-
gakova [36], written as

where a and b are time-independent coefficients, units in 
 m−1 and  m2 J−1, respectively, Δz(t) is the ablation depth, 
and Ea(t) is the absorbed energy by plasma in J m−2. Such 
an equation is derived by assuming that the absorption is 
proportional to the particle density and the irradiation spot 
is much larger than the size of the vaporized cloud. It is also 
limited to the case of moderate absorption [9, 36, 37]. The 
coefficients a and b are derived from equations:

where Tv is the vaporization temperature and assumed to be 
a constant, f

(
Tv
)
 is the rising function of temperature (spe-

cific to each kind of particle), and � is the effective adiabatic 
exponent. Although equations for coefficients a and b are 
provided, the explicit form of the rising function f

(
Tv
)
 is 

often not available. Therefore, using Eq. (6) to directly obtain 
coefficients a and b is challenging. Bulgakov and Bulgakova 
[36] recommended to select coefficients a and b by fitting 
the predicted vaporized mass ( M = �SΔZ , where S is the 
vaporized area and ΔZ is the total vaporized mass per pulse) 
using the experimental data. This is a trial-and-error calibra-
tion procedure, which means that users need to pick different 
guesses of coefficients a and b for calculations until they find 
a set that can best ensure the agreement between the calcula-
tion and the experimental data. It is also recommended to 
determine coefficient a first using a low laser intensity when 
the absorbed energy is small and the second term in Eq. (6) 
can be ignored. When a is known, the coefficient b can then 
be found by ensuring the agreement between the calculation 
and the experimental data at higher laser intensity conditions. 
In other words, to determine coefficients a and b, sufficient 
experimental data need to be provided from low laser inten-
sity to high laser intensity conditions.

In addition to coefficients a and b, the absorbed energy Ea 
in Eq. (6) also needs to be determined. Unlike coefficients 
a and b which are constant parameters, the absorbed energy 
Ea is time-dependent and thus needs to be determined at 

(6)�(t) = aΔz(t) + bEa(t),

(7)a =
�f
(
Tv
)

m
, b = (� − 1)

�f

�T

|
|
|
|Tv

k−1
B
,

each time increment, although Eq. (6) has been adopted in 
many current laser ablation models [25, 26, 28]. However, 
to author’s knowledge, the exact functions (values or curves) 
for Ea used in those models have barely been reported. To 
determine Ea, it is recommended also to use the trial-and-
error procedure [36]. Moreover, the choice of Ea needs not 
only to ensure the agreement between the calculation and 
the experimental data of vaporized mass, but also satisfy the 
self-consistent equation:

Despite significant simplifications, the trial-and-error 
procedure used for determining the parameters in Eq. (6) can 
be quite time consuming. Furthermore, these models only 
focus on the effect of plasma shielding on the temperature 
and ablation response of the target material, the evolutions 
of the plasma temperature, and electron density cannot be 
predicted.

2.2.2  Review of equations for the plasma‑shielding effect 
in current hydrodynamic laser ablation plume 
expansion models

Another prevalent type of laser ablation models focuses 
on the expansion of the plasma plume by solving the Euler 
equations of hydrodynamics (i.e., the conservation equa-
tions of mass, momentum, and energy) and the ideal gas 
law. These models predict the density, pressure, velocity, 
internal energy, and temperature of the vapor at each spatial 
point of the plume [29, 31, 32, 34, 35]. Some of these models 
also account for the formation of a plasma of the evaporated 
material by coupling the hydrodynamic equations with the 
Saha–Eggert equation, internal energy equation, and the 
equations of the conservation of matter and charge [31, 32]. 
They are valid under the assumption of local thermal equilib-
rium (LTE), which means that thermal equilibrium is estab-
lished between electrons, neutrals, and ions, and temperatures 
of all particles are the same in a sufficiently small region 
of the plume. The coupling of the additional equations of 
state allow the hydrodynamic model to calculate the plasma 
temperature, number densities of electrons, neutral, and mul-
tiply charged ions. Using these parameters, the laser energy 
absorbed by the plasma due to the inverse Bremsstrahlung 
(IB) effect when the laser travels through the plasma can be 
characterized using the absorption coefficient, expressed as

(8)Ea(t) = ∫
t

0

I0
(
t�
)[
1 − exp

(
−�

(
t�
))]

dt�.

(9)
�IB,e−n =

[

1 − exp

(

−
hc

�kBT

)]

Qnen0,

�IB,e−i =

[

1 − exp

(

−
hc

�kBT

)]
4e6�3ne

3hc4me

(
2�

3mekBT

)1∕2(
Z2
1
ni1 + Z2

2
ni2

)
,
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where �IB,e−n and �IB,e−i denote the absorption coefficients 
due to electron–neutral IB and electron–ion IB effect, 
respectively. h is the Planck constant, c is the speed of light, 
� is the laser wavelength, Q is the cross section for photon 
absorption by an electron, during a collision with neutrals, 
Q = 10−36  cm5, T  is the plasma temperature, e is the ele-
mentary charge, me is the electron mass, and ne , n0 , ni1 , and 
ni2 denote the number densities of electron, neutral, singly 
charged ion, and doubly charged ion, respectively. Z1 and Z2 
are the charge number, Z1 = 1, and Z2 = 2. Cautious need 
to be taken when using Eq. (9), and all parameters need to 
use the CGS unit system. The resulting unit of �IB,e−n and 
�IB,e−i is  cm−1.

Some of the hydrodynamic models are also coupled with 
the heat conduction in the target material [29, 31, 32]. Rather 
than making assumptions of averaged surface temperature, 
these models solve the heat conduction equation first and 
then use the obtained material surface temperature as a 
boundary condition in the hydrodynamic model to predict 
the density, velocity, pressure, and temperature of the plasma 
plume. At the same time, the formation of the plume absorbs 
part of the energy from laser beam and leads to a reduction 
of the actual energy delivered to the target surface. There-
fore, the absorption coefficient obtained from Eq. (9) needs 
to be passed back to the heat conduction Eq. (1) to account 
for the loss of the laser energy using

where �IB is the total absorption coefficient and 
�IB = �IB,e−n + �IB,e−i.

These models pose significant challenges on the numeri-
cal implementation which often requires to solve at least 
nine nonlinear equations (depending on the number of mul-
tiply charged ions) simultaneously in a coupled manner. 
Due to the complexity of these models, the geometry of the 
problem is often restricted to one dimension (1-D). Another 
common feature of these models is that they are often devel-
oped using custom-written codes, which make researchers 
difficult to reproduce and hence verify simulation results. 
Many papers only present the mathematical equations and 
simulation results without providing details on the numerical 
implementations. In addition, when dealing with the cou-
pling of fluid (i.e. the hydrodynamic model) and structure 
(i.e., the heat conduction of target material) for laser abla-
tion problems, the progressive material removal leads to a 
continuous geometry change for both the fluid and structure 
domains, and hence moving boundary conditions for both 
formulations. Accounting for moving boundary conditions 
in the fluid–structure-coupled model can be extremely chal-
lenging, especially for problems with two- and three-dimen-
sional (2-D and 3-D) geometries.

(10)I(t) = I0(t) exp

(

−∫
∞

0

�IBdz

)

,

2.2.3  Proposed simple finite element model of PLA 
considering the plasma‑shielding effect

As discussed above that both the thermal and the hydrody-
namic models considering the plasma-shielding effect may 
seem quite difficult to implement. In this paper, a model 
using finite element analysis (FEA) with a commercial 
general-purpose FEA software ABAQUS is proposed. The 
ionization and IB absorption are considered in the model. 
For the nanosecond laser ablation of aluminum, the IB pro-
cess is considered to be the most important mechanism of 
the plume absorption [9, 44, 45]. To investigate the plasma 
effect on the laser heat conduction, the absorption coeffi-
cient Eq. (9) is estimated following the procedures described 
below and then passed into the heat conduction equation by 
substituting Eq. (10) into Eq. (1).

Here, the plasma plume is assumed to be in local LTE and 
considered nonviscous and electrically neutral, containing 
five species (Al,  Al+,  Al2+,  Al3+, and e). Such an assumption 
has also be used in many other studies [31, 32]. Under this 
assumption, the ionization degree of the plasma (i.e., frac-
tions of electrons and ions) can be approximated using the 
Saha–Eggert equation [32, 33]:

where nvap denotes the total vapor number density, and 
nvap = �vap∕m with �vap being the vapor density and m being 
the atomic mass. xe , x0 , xi1 , and xi2 denote the fractions of 
number densities of electron, neutral, singly charged ion, 
and doubly charged ion, respectively, and xi = ni∕nvap, for 

(11)
xexi1

x0
=

1

nvap

(
2�mekBT

h2

)3∕2

exp

(

−
IP1

kBT

)

,

(12)
xexi2

xi1
=

1

nvap

(
2�mekBT

h2

)3∕2

exp

(

−
IP2

kBT

)

,

Table 1  Constant parameters used in the FEA simulation

Parameter Value Unit

Boltzmann constant k
B
= 1.3865 × 10−16 erg/K

Elementary electrical charge e = 4.803 × 10
−10 Fr

Mass of electron m
e
= 9.109 × 10

−28 g
Mass of Al atom m = 4.48 × 10

−23 g
Planck’s constant h = 6.626 × 10

−27 erg.s
Speed of light c = 2.9979 × 10

10 cm/s
Laser wavelength � = 193 × 10

−7 cm
First ionization potential of Al IP

1
= 5.98 eV

Second ionization potential of Al IP
2
= 18.863 eV
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i = e, 0, i1, and i2 . IP1 and IP2 are the first and second ioni-
zation potentials of the target material (see Table 1).

To calculate the four unknowns xe , x0 , xi1 , and xi2 , two 
additional equations, the conservation equations of matter 
and charge, need to be provided:

The number densities of the particles ne , n0 , ni1 , and 
ni2 can be obtained by solving the nonlinear equation set 
(11)–(14) providing the plasma temperature T  and the den-
sity of the vapor �vap at all points within the plasma. To 
get an accurate prediction of the temperature and the vapor 
density at the local equilibrium, an energy balance needs to 
be applied, either locally or globally on the plasma plume. In 
other words, both the energy balance in the plasma domain 
and the energy balance in the solid domain (i.e., the heat 
transfer) need to be solved at the same time. Unfortunately, 
ABAQUS does not allow such two energy balance equations 
to be solved simultaneously. To overcome this limitation, we 
assumed that an averaged plasma temperature Tavg and an 
averaged vapor density �vap−avg are representative of the spa-
tially varying plasma temperature and the vapor density and 
can be used in the Saha–Eggert equation to obtain the aver-
aged particle densities in the plume. The averaged plasma 
temperature and vapor density can be calculated directly by 
solving the sole energy balance in the solid domain under 
appropriate assumptions, and thus eliminating the need 
to solve the second energy balance in the plasma domain, 
which reduced the complexity of the problem and makes 
the numerical implementation possible in ABAQUS. Here, 
the assumption of using the averaged plasma temperature 
and vapor density can be justified by the experimental data 
reported in Ref. [23], where it was found that the electron 
density is spatially homogenous along the laser beam axial 
before 0.8 µs. In other words, the spatial distributions of 
the plasma temperature and vapor density have insignificant 
effects on the spatial distribution of the electron densities 
during the initial plasma expansion. Experimental tests with 
tomography or camera imaging have proved that the plasma 
temperature is hot in the center and cooler away from the 
center [17, 19, 20]. The temperature near the target surface 
is about 50% of the peak temperature in the center of the 
plasma, as evidenced by the experimental data and theoreti-
cal calculations [19]. Assuming that the plasma tempera-
ture near the solid surface equals the surface temperature of 
the target, the average plasma temperature can be estimated 
using Tavg = 1.5Ts . Such an assumption has been justified 
and the justification will be discussed in detail in Sect. 4.2. 
Furthermore, the average density of the vapor is estimated 
using �vap−avg = Δm∕Vplume , where Δm is the vaporized mass 
and Vplume is the volume of the plasma plume. Assuming 

(13)x0 + xi1 + xi2 = 1,

(14)xi1 + 2xi2 = xe.

that the removed material is completely vaporized and the 
in-plane ablation profile is circular, then according to the 
mass conservation, the vaporized mass can be estimated by

where is � the density of aluminum, Δz(x) is the ablation 
depth (see Fig. 1), and Δx is the infinitesimal length in the 
in-plane direction. The volume of the plasma plume Vplume 
can be calculated by assuming the plasma to be a sphere. It 
has been reported that although the plasma expands, the 
plasma shape remains spherical from ignition up to 200 ns 
due to homogeneous heating of the plume by the energetic 
species (electrons and ions) [19]. After that, the expansion 
becomes anisotropic and the plasma shape becomes hemi-
spheric [19, 23]. In this study, the pulse duration is 12 ns and 
the cooling step is 350 ns. We assume that the plasma shape 
remains spherical throughout the analysis. According to 
Sedov’s model [46], the expansion of the plume diameter 
follows Dplume = �t0.4 , where � is a coefficient that depends 
on the laser wavelength. Here, � is chosen as 0.9 by curve 
fitting the experimental data for wavelengths of 266 nm and 
193 nm [23]. Note that here, the unit of D is mm and t is µs. 
The volume of the plasma plume is Vplume =

1∕6�D
3
plume

.
After the average plasma temperature Tavg and vapor 

density �vap−avg are obtained, they are plugged into Eqs. 
(11)–(14) to calculate the average particle number densi-
ties. Then, the average absorption coefficient can be obtained 
with Eq. (9) and used further to calculate the attenuation of 
the laser energy by Eq. (10).

3  Numerical Implementation

The numerical procedure for modeling the nanosecond PLA 
without considering the plasma-shielding effect using FEA 
has been introduced in authors’ early work [27, 43, 47]. Such 
a procedure can also be extended or modified for modeling 
the lightning strike ablation [48–50], the charring ablation 
[51], and the laser additive manufacturing heat transfer [52]. 
The highlights of this numerical procedure are the coupling 
between the laser heat conduction and the progressive 
material removal through the development of DFLUX and 
UMESHMOTION subroutines, as well as the adoption of 
Arbitrary Lagrangian–Eulerian (ALE) algorithm. In par-
ticular, the DFLUX subroutine was developed to define the 
volumetric laser heat flux (i.e., the heat source term on the 
right-hand side of Eq. (1)) and the surface heat loss due 
to vaporization. The UMESHMOTION subroutine was 
developed to capture the shape change due to the progres-
sive material removal after each time increment. The ALE 
algorithm enabled automatic re-meshing after the geometric 

(15)Δm = �
∑

Δz(x)Δx2,
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shape change due to the progressive material removal. The 
readers are referred to our previous work for detailed infor-
mation regarding these subroutines.

In this study, our previous numerical procedure [27, 43] 
was modified to account for the plasma-shielding effect. 
First, the number densities of electron, neutral, and ions ( ne , 
n0 , ni1 , and ni2 ) were solved from four nonlinear equations, 
i.e., Eqs. (11)–(14), and xi = ni∕nvap at each time increment. 
To solve such a nonlinear equation system, additional util-
ity subroutines were developed based on the open source 
Fortran nonlinear system of equations solver published on 
GitHub (URL: https ://githu b.com/yoki/Optim izati on). The 
two most important parameters for such a nonlinear equa-
tion system, i.e., the average plasma temperature and density 
of the plasma plume, were first calculated in the DFLUX 
subroutine and then passed to these utility subroutines. The 
constant parameters, including electron mass, Boltzmann 
constant, Planck constant, atomic mass of aluminum, and 
the first and second ionization potential of aluminum are 
listed in Table 1. Second, the calculated average number 
densities of different particles ( ne , n0 , ni1 , and ni2 ) were 
passed back to the DFLUX subroutine to calculate the 
absorption coefficient of the plasma with Eq. (9). Finally, 
the calculated absorption coefficient, �IB , was used to obtain 
the actual laser intensity that reaches to the target surface 
with Eq. (10). Note that all the aforementioned calculations 
were performed at each time increment and the data transfer 
between different subroutines was achieved using Fortran 
common blocks. The average computational time is about 
4–5 h on a laptop with dual core and 16 Gb RAM.

The target material used in this study is pure aluminum 
(Al). Such a choice is because both the pulsed laser abla-
tion experimental data under different laser conditions (i.e., 
different wavelengths and irradiances) and the temperature-
dependent material properties for pure aluminum are avail-
able in the literature [4, 10, 24, 29, 34, 35, 39, 53, 54], which 

are essential elements for validating the proposed model. 
The material properties, including the thermal conductivity, 
specific heat, density, absorption coefficient, and reflectiv-
ity, are temperature-dependent and the same as those pre-
sented in authors’ early work [27, 43]. Here, they are listed 
in Tables 2 and 3. It is worth mentioning that the absorption 
coefficient and the reflectivity of the aluminum target were 
calculated using the refractive index of the material based on 
the Drude’s model [24]. The detailed calculated procedure 
can be found in Ref. [24]. In addition, the dimension of the 
target material, computational domain, mesh size, and com-
puter configurations for the proposed 2D model were also 
the same as those described in authors’ early work.

4  Results and discussions

The laser source used in the proposed FE model is a 193 nm 
Excimer laser and a 266 nm Nd:YAG laser. The correspond-
ing durations of the laser pulses are 12 ns and 6 ns, respec-
tively. Both laser pulses were followed by a cooling step 
with a duration of 350 ns in ambient. Such a duration is 
chosen, such that the completion of the ablation followed 

Table 2  Material properties 
of aluminum used in the 
simulation

Material property Temperature Unit

Melting temperature Tm = 933 [24] K
Critical temperature Tc = 8860 [39] K
Critical density ρc = 300 [39] kg/m3

Density ρ = 2700 [24] T ≤ Tm kg/m3

ρ = ρc (1 + 0.75(1 − T/
Tc) + 3(1 + T/Tc)1/3) [24]

Tm < T ≤ Tc kg/m3

Specific heat Cp = 0.5203 T + 643.9 [27] T ≤ Tm J/(kg·K)
Cp = 1160 [27] Tm < T ≤ Tc J/(kg·K)

Thermal conductivity Data from Ref. [35] W/(m·K)
Boiling temperature Tb = 2743 [4] K
Boiling pressure Pb = 1.01 × 105 [34] Pa
Vaporization coefficient β = 0.82 [59]
Latent heat of vaporization Lv = 10.78 [4] MJ/kg

Table 3  Absorption coefficients and reflectivity of aluminum under 
266 nm laser [27]

Temperature (K) Absorption coefficient 
(1/m)

Reflectivity (%)

300 3.83 × 108 80.00
933 3.83 × 108 77.20
2000 3.55 × 108 72.47
4000 3.01 × 108 63.61
6000 2.48 × 108 54.75
8860 3.83 × 106 42.07

https://github.com/yoki/Optimization
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by the removal of the laser pulse is ensured based on our 
preliminary simulation trials. The laser beam is a Gaussian 
beam with a spatial profile of q̇ exp

(
−7.6x2∕r2

)
 , where r is 

the radius of the laser beam and r = 50 µm. Such a Gauss-
ian profile is chosen by fitting the spatial profile of the laser 
beam determined from experimental tests [53]. The angle 
of incidence is 0° (i.e., the laser beam is perpendicular to 
the target surface). Ablation of the aluminum target after a 
single laser pulse was observed throughout this study.

4.1  Comparison between predictions 
and experimental data

The ablation depths of the aluminum target predicted using 
the proposed model at laser irradiances of 0.45, 1.11, and 
1.92 GW/cm2 for a 193 nm Excimer laser were compared 
with the results predicted using our early model without con-
sidering the plasma-shielding effect [27] and the experimen-
tal data [54], as shown in Fig. 2. Note that since the ablation 
continues after the laser source was removed from the target 
surface, the ablation depths at the end of the cooling step 
were obtained in this study. The continuation of ablation 
followed by the removal of the laser pulse has been observed 
in the experimental test [11] and also found in theoretical 
analyses [27, 55]. Our simulation results show that the abla-
tion continued for 13.9 ns, 12.5 ns, and 5.8 ns at laser irradi-
ances of 0.45, 1.11, and 1.92 GW/cm2, respectively, for the 
193 nm laser. It can be seen from Fig. 2 that the ablation 
depths, when compared to those predicted without consid-
ering the plasma-shielding effect, underwent a reduction of 
3.23%, 2.87%, and 2.55% at laser irradiances of 0.45, 1.11, 
and 1.92 GW/cm2, respectively. These reductions are direct 

evidences of the attenuation of the laser heat flux owing 
to the plasma-shielding effect. Despite the reductions, the 
predictions still showed good agreement with the experi-
mental data.

Similarly, the ablation depths of the aluminum target 
at laser irradiances of 1.71, 2.29, 2.95, and 3.78 GW/cm2 
for a 266 nm Nd:YAG laser were also obtained using the 
proposed model. The comparison of the ablation depths 
predicted with and without considering the plasma-
shielding effect, the experimental test data, and those 
predicted based a hydrodynamic method is provided in 
Fig. 3. The reductions of the predicted ablation depths 
are 7.40%, 8.16%, 8.83%, and 9.42% at the laser irradi-
ances of 1.71, 2.29, 2.95, and 3.78 GW/cm2, respectively, 
due to the plasma-shielding effect. The difference between 
the current predictions considering the plasma-shielding 
effect and the experimental data is 9.47%, 8.33%, and 
19.6% at laser irradiances of 2.29, 2.95, and 3.78 GW/
cm2, respectively. It is worth mentioning that the exact 
modeling predictions can be influenced by various fac-
tors, such as the uncertainties in the material properties, 
especially at extreme high temperatures. For example, the 
material properties above the boiling temperature (e.g., 
2743 K for aluminum) can generally only be obtained 
through theoretical analysis, since no available experi-
mental measurements exist due to the limitations of the 
instrumentation. In authors’ previous work [43], we found 
that a 10% change in either the lower or upper bound of the 
absorption coefficient of the aluminum target can lead to 
an approximate 1.8% change in the predicted mean abla-
tion depths. Therefore, the exact modeling predictions 
of the ablation depth for both cases with and without 
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considering the plasma-shielding effect could be affected 
by such uncertainties in the material properties, possibly 
leading to slightly lower predictions of the ablation depth 
in general. Furthermore, despite consistently lower, the 
current predictions considering the plasma-shielding effect 
are still in closer agreement with the experimental meas-
urements when compared to other numerical predictions 
reported by Cao et al. [29], as shown in Fig. 3. Such a 
comparison proves that our current predictions are still 
acceptable. Moreover, although the exact predictions of 
the ablation depth considering plasma-shielding effect 
appear to be in less agreement with the experimental 
measurement, the directions reflected from the simula-
tion results are consistent with experimental findings. For 
example, the predicted ablation depths considering plasma 
shielding are consistently lower than those predicted with-
out considering the plasma shielding due to the reduced 
energy passing through the plasma cloud. Such a trend 
agrees with the experimental findings (see Refs. [18, 22, 
23] in the revised manuscript) and other reported simula-
tion results (see Refs. [29–35] in the revised manuscript). 
Moreover, after taking into account the plasma-shielding 
effect, the reduction of the ablation depths is only about 
2.55–3.23%, indicating that the Bremsstrahlung effect for 
the UV lasers considered in this study is not significant. 
This also agrees well with the experimental findings [17].

At the same time, it can be noticed that the reductions 
of ablation depths for a laser with 266 nm wavelength are 
higher than those for a laser with 193 nm wavelength, which, 
however, does not necessarily imply that a longer wave-
length augments the plasma-shielding effect. The effect of 
laser wavelength on the plasma shielding can be explained 
by checking Eq. (9). The common factor in both formulas of 
Eq. (9), 1 − exp

(
−hc∕�kBT

)
 , decreases, as the laser wave-

length � increases. However, on the other hand, the electron-
ion IB absorption effect �IB,e−i increases with �3 . Therefore, 
the relative contribution of these two opposing combined 
effects will decide the general outcome of the effect of laser 
wavelength on the overall absorption of the plasma. Moreo-
ver, the change of the optical properties of the target material 
including the absorptivity and reflectivity at different laser 
wavelengths also contributes to the change of the mass abla-
tion rate. Many studies have investigated the effect of laser 
wavelength on the plasma shielding and the mass ablation 
rate [19, 23, 56]. For example, it has been reported that dif-
ferent mass ablation rates for 1064 nm, 532 nm, and 266 nm 
laser wavelengths were attributed to plasma shielding occur-
ring as a result of IB processes dominant at longer wave-
lengths [57]. Furthermore, a numerical model has predicted 
less plasma shielding at a wavelength of 532 nm when com-
pared to that at a shorter wavelength of 266 nm [56]. Such a 
finding is not consistent with our calculations for which the 
plasma-shielding effect seems to be more pronounced for 

the longer wavelength 266 nm when compared to the short 
wavelength 193 nm.

Figure 4 shows the predictions of electron density within 
the plasma plume along the x-direction (see Fig. 1) of the 
left half problem domain at five times, t = 2.6, 3.0, 4.0, 5.0, 
and 6.0 ns at an intensity of 3.78 GW/cm2 and a wavelength 
of 266 nm. Figure 5 illustrates the contour plots of the shape 
change and temperature distributions in the 2D material 
domain, where Figs. 5(a), (c), and (e) show the distributions 
predicted considering the plasma-shielding effect using the 
current proposed model, while Figs. 5(b), (d), and (f) show 
distributions predicted without considering the plasma-
shielding effect using our early model [27].

4.2  Effect of plasma temperature

As described in Sect. 2.2.3, in the proposed model, an aver-
aged plasma temperature was used and taken as 1.5 times of 
the surface temperature of the target. Figure 6 shows the pre-
dicted temperature histories at the center (x = 0, see Fig. 1) 
of the target surface at laser irradiances of 0.45, 1.11, and 
1.92 GW/cm2 for the laser of 193 nm. Note that for the cases 
of 0.45 and 1.11 GW/cm2, the surface temperature reached 
approximately a steady value of 8000 K after t = 2.8 µs. 
This means that a balance has been established between the 
heat absorption of the material from the laser heating and 
the heat loss due to the progressive material vaporization. 
However, for the case with a relatively higher irradiance, 
1.92 GW/cm2, the heat absorption due to the laser heating 
is initially much higher than the heat loss, which has caused 
the “bump” in Fig. 6. As the time increases, the heat loss due 
to the vaporization has caught up again with the heat absorp-
tion and finally balanced each other, followed by a steady 

0

1

2

3

4

5

6

7

8

9

-40 -30 -20 -10 0

El
ec

tro
n 

D
en

si
ty

, n
e

(1
/c

m
3 )

x 1E+18

x-Direction Coordinate (µm)

t = 2.6 ns
t = 3.0 ns
t = 4.0 ns
t = 5.0 ns
t = 6.0 ns

Fig. 4  Electron density within the plasma along the x-direction (see 
Fig. 1) at t = 2.6, 3.0, 4.0, 5.0, and 6.0 ns (3.78 GW/cm2, wavelength 
266 nm, duration 6 ns, cooling step 350 ns)



 Y. Wang, D. W. Hahn 

1 3

654 Page 10 of 15

surface temperature after the “bump”. It can be noticed that 
the surface temperature at its steady state for all three cases 
is about 8000 K. Therefore, the average plasma temperature 

is about 12,000 K. Such a plasma temperature is consistent 
with the calculation predicted in Ref. [56]. Although their 
predictions are for laser wavelengths of 266 nm and 532 nm, 
the plasma temperature at 193 nm is expected to be close 
to that at 266 nm. The plasma temperature of 12,000 K is 
also quite consistent with the experimental data reported 
in Ref. [20] for which the temperature of the plasma pro-
duced by single and double pulses with steel targets was 
determined to be 8000–12,000 K in the center of the plasma 
by tomography using a random transfer technique. In addi-
tion, the steady plasma temperature is also consistent with 
the numerical predictions reported in Ref.[21], although the 
onset of the steady state is slightly different.

To investigate the effect of the average plasma tempera-
ture on the plasma shielding, additional simulations were 
performed at the laser irradiance of 0.45 GW/cm2 for the 
laser of 193 nm when different ratios of the average plasma 
temperature and the target surface temperature, Tavg∕Ts , were 
assumed. The comparison of the temporal profiles of the 
incident laser irradiance and the transmitted laser irradi-
ance calculated by assuming different Tavg∕Ts is illustrated 
in Fig. 7. It can be seen that the attenuation of the laser irra-
diance at Tavg∕Ts = 2 is negligible when compared to that 

Fig. 5  Contour plots of the shape change and temperature distri-
butions within the aluminum target due to the pulsed laser abla-
tion (3.78 GW/cm2, wavelength 266 nm, duration 6 ns, cooling step 
350 ns): a, c, and e show the shape change at the end of the cooling 

step, temperature distributions at the end of the laser pulse, and tem-
perature distributions at the end of the cooling step considering the 
plasma-shielding effect, respectively. b, d, and f are the correspond-
ing outputs without considering the plasma-shielding effect
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at Tavg∕Ts = 1 and Tavg∕Ts = 1.5 . Furthermore, the energy 
transmission ratios calculated by assuming different Tavg∕Ts 
are plotted in Fig. 8. Here, the energy transmission ratio, 
� , was defined as the ratio between the transmitted laser 
energy and the incident laser energy, where the transmitted 
and the incident laser energy were calculated by integrat-
ing the transmitted and incident laser irradiance with time, 
respectively. It can be observed that the transmission ratio 
does not monotonically increase or decrease as the average 
plasma temperature increases. In other words, the attenua-
tion of the laser energy due to the plasma-shielding effect 
does not necessarily monotonically increase or decrease as 

the average plasma temperature increases at a fixed laser 
irradiance. Moreover, the change in the transmission ratios 
is also quite low seeing only a 7.6% difference in Fig. 8 
between the maximum and the minimum transmission ratios.

To further demonstrate the effect of the plasma tem-
perature on the plasma shielding, four additional cases by 
assuming constant plasma temperatures of Tavg = 9000 , 
10000 , 11000 , and 12000 K, respectively, were performed. 
The energy transmission ratios obtained from these four 
cases were compared with the ratio obtained by assuming 
thatTavg∕Ts = 1.5 , as shown in Fig. 9. It can be noticed that 
the maximum difference of the energy transmission ratio 
between the cases with constant plasma temperatures and 
the case with Tavg∕Ts = 1.5 is about 1.3%. Meanwhile, the 
transmission ratio obtained for the case with Tavg∕Ts = 1.5 is 
about the mean of the transmission ratios obtained with con-
stant plasma temperatures. These evidences, in turn, proves 
that within a reasonable range of the plasma temperature 
(i.e., 9000—12,000 K), our assumption of Tavg∕Ts = 1.5 
used in the proposed model is valid. Hence, the calculated 
transmission ratio based on our assumption is representative.

4.3  Effect of laser intensity

The effect of the laser intensity on the plasma shielding 
was investigated through additional simulations at different 
laser irradiances with a 193 nm laser. Figure 10 shows the 
calculated transmission ratios at different laser irradiances 
and the corresponding curve fitting using linear regression. 
The energy transmission ratio follows an approximate lin-
ear function, � = −0.0412 ⋅ I + 0.9772 . The ratio decreases 
with the increase of the laser irradiance. In other words, 
the plasma-shielding effect becomes more pronounced with 
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the increase of the laser irradiance. It can be noticed from 
Fig. 10 that the transmission ratio dropped by 43% when 
the laser irradiance increased from 0.01 to 10 GW/cm2. It is 
worth mentioning that similar results have been reported in 
many other studies [21, 58]. For example, a plasma-shield-
ing factor, which was defined as 100% minus the energy 
transmission ratio, was found to monotonically increase 
from 0.32 to 0.89 when the laser irradiance was increased 
from 2 to 8 GW/cm2 for a 355 nm Nd:YAG laser and a cop-
per sample based on the experimental and simulation results 
reported by Ref.[21]. Similarly, the experimental test data 
of the transmitted laser energy (i.e., integral of laser tem-
poral profile with time) versus power density was reported 
by Ref.[58], in which it was found that transmitted energy 
increases and fluctuates before the laser power density 
reaches 0.3 GW/cm2, and decreases monotonically after the 
laser energy reaches 0.3 GW/cm2 for a 248 nm KrF excimer 
laser and a brass sample. Similar trends can also be observed 
from our predictions, as shown in Fig. 10. As one can see, an 
abrupt drop of the energy transmission ratio occurs when the 
laser irradiance increases from 0.08 to 0.3 GW/cm2.

Figures 11 and 12 show the electron density, ne , and 
the total absorption coefficient, �IB , at the center (x = 0, 
see Fig. 1) near the target surface at laser irradiances of 
0.45, 1.11, and 1.92 GW/cm2 for the 193 nm laser. It can be 
noticed that both the electron density and total absorption 
coefficient increase as the laser irradiance increases. The 
order of the electron density predicted using the proposed 
model is about ~ 1018 1/cm3, which is consistent with the 
experimental measurement data determined using spectro-
scopic techniques [17, 23]. It can also be observed from 
Fig. 11 that the electron density starts to decrease after about 

8 ns of the laser pulse and is expected to continue to decrease 
after the end of laser pulse. Such an observation is also quite 
consistent with the experimental data reported in Ref. [17], 
for which the electron density was reported to decrease 
monotonically from 13 to 175 ns. Moreover, simulation 
data reported in Ref. [32, 56] also found the electron den-
sity increases with the increase of the laser irradiance. At the 
same time, the decrease of the electron density at later times 
(see also Fig. 4) was attributed to the increased diffusivity 
due to the continuous expansion of the plasma plume [56]. 
Figure 12 shows that the total absorption coefficient due to 
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the IB effect, �IB , increases as the laser irradiance increases. 
This trend was expected, since the energy transmission ratio 
shown in Fig. 10 decreases as the laser irradiance increases. 
At 8 ns for example, the absorption coefficient increased 
1.5 times and 2.2 times when the laser irradiance increased 
from 0.45 to 1.11 GW/cm2 and from 0.45 to 1.92 GW/cm2, 
respectively.

5  Conclusion

In this paper, a 2-D laser heat transfer model was proposed 
using finite element analysis (FEA) with the commercial 
FEA software ABAQUS to study the plasma-shielding 
effect on the PLA of an aluminum target. The assumptions 
used in the model include the LTE and additional assump-
tions regarding the average plasma temperature and vapor 
density, under which the Saha–Eggert equation, conserva-
tion equations of matter and charge can be used. Studies 
have also been carried out to provide justifications to these 
assumptions. It is worth noting that the proposed model 
considers the material moving front and captures the pro-
gressive shape change simultaneously with the evolution 
of the temperature field.

The proposed 2-D FE model was employed to study 
the plasma-shielding effect on PLA of an aluminum tar-
get produced by a 193 nm Excimer laser and a 266 nm 
Nd:YAG laser. The ablation depths predicted consider-
ing the plasma-shielding effect were slightly lower than 
those predicted without considering the plasma-shielding 
effect at the laser intensities we investigated. Due to the 
small difference, both predictions showed good agreement 
with the experimental data. The small difference could be 
due to the insignificant Bremsstrahlung effect for the laser 
wavelengths of 193 and 266 nm at the plasma temperatures 
considered in the current model. Future work will look 
into other mechanisms of the plasma absorption, such as 
the electron recombination or line contributions. When 
the laser intensity increases, the plasma-shielding effect 
becomes more pronounced as evidenced by the effect of 
laser intensity on the laser energy transmission ratio (i.e., 
ratio between transmitted laser energy and incident laser 
energy). It was found that the transmission ratio decreases 
almost linearly with the increase of the laser intensity. 
Moreover, an abrupt drop of the transmission ratio was 
observed at a laser intensity of 0.3 GW/cm2. Such a finding 
was also consistent with experimental data. The evolu-
tions of electron density and plasma temperature were also 
obtained, and their orders of magnitude also showed good 
agreement with the experimental data.

To summarize, the proposed 2D laser heat transfer 
simple model provides a capability of estimating the 
evolutions of electron density and plasma temperature in 

addition to predicting the evolutions of temperature field 
and ablation profiles using FEA with ABAQUS. While it is 
still more rigorous and accurate to solve both energy bal-
ance equations in the plasma domain and the solid domain 
using, for example, the hydrodynamic model, the proposed 
FE model allows to solve a less number of nonlinear equa-
tions, and hence, is more computationally efficient, espe-
cially for problems with 2-D and 3-D geometries. The 
proposed model is currently limited to a simple plasma 
composition and plasma absorption mechanisms of ioni-
zation and IB absorption. Future work will be carried out 
to investigate possible ways to solve both energy balance 
equations in the solid and plasma domains with ABAQUS 
and incorporate the additional plasma absorption mecha-
nisms into the model.
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